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Data Lakes…

or
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https://dsf.berkeley.edu/papers/fntdb07-architecture.pdf

Architecture of a Database System S3 Data Lake Storage

https://dsf.berkeley.edu/papers/fntdb07-architecture.pdf
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DATA LAKEHOUSE - UNBUNDLING OF THE DBMS
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2019

2018

2017 open sourced 

open sourced 

open sourced 

ORIGIN STORIES
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● Te c hnic a l vis ion  a nd  g oa ls  a re  d ive rg e n t

● The  c ommunit y  ne e d s  a re  s p e c ia lize d

● All t h re e  p ro je c t s  a re  on  fa s t  g rowt h  t ra je c t orie s

● Ne w t a b le  fo rma t s  a re  g a in ing  t ra c t ion : Ap a c he  Pa imon, YOHB?
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TECHNICAL FUNDAMENTALS
● Me t a d a t a  a b s t ra c t ions  on  f ile s  in  c loud  ob je c t  s t o ra g e
● Ta b le s  wit h  SQL s e ma nt ic s  a nd  s c he ma  e vo lu t ion
● ACID t ra ns a c t ions
● Up d a t e s  a nd  d e le t e s  (me rg e /up s e rt )
● Da t a  la you t  op t imiza t ions  fo r p e rfo rma nc e  t un ing  
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HOW IT LOOKS ON CLOUD STORAGE

● Fundamentals of table formats Hudi, Delta, Iceberg are not that 
different

● Each has a special metadata layer on top of parquet files
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Choose if:
1. Mutable data - GDPR Deletes, Updates
2. CDC workloads
3. Low latency requirements
4. Large ETL pipelines - perf/cost w/ incremental ETL

1. Best Databricks experience
2. Needs fastest premium Spark with Photon
3. Wants an “easy-to-get-started” table format 

1. Trino or Athena writes
2. Snowflake writes
3. Not sensitive to performance
4. Partition evolution

Choose if:

Choose if:

WHICH FORMAT SHOULD I CHOOSE?
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Choose if:
1. Mutable data - GDPR Deletes, Updates
2. CDC workloads
3. Low latency requirements
4. Large ETL pipelines - perf/cost w/ incremental ETL

1. Is a current Databricks customer
2. Needs fastest premium Spark with Photon
3. Wants an “easy-to-get-started” table format 

1. Trino or Athena writes
2. Snowflake writes
3. Not sensitive to performance
4. Partition evolution

Choose if:

Choose if:

WHICH FORMAT SHOULD I CHOOSE?

What if you could work 
across all 3?
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EXAMPLE BENEFITS OF MIX-AND-MATCH

Writing Reading
Choose                           writing w/ EMR (Spark)

1. Fastest writes for mutable 
workloads

2. Most flexible tuning parameters for 
ingestion

1. Easy-to-get-started out of the box
2. Makes data available to the entire 

Azure portfolio

1. Only table format supported for 
writes

2. Partition evolution

Choose                               writing w/ Fabric:

Choose                          writing w/ BigQuery

Choose reading w/ Databricks
1. Get fastest queries with Photon acceleration
2. Great experience for Data Science 

Choose reading w/ DataProc (Spark)

1. Fast record level indexes for point queries
2. Powerful secondary indexing capabilities for 

Spark

1. Only supported table format in 
Snowflake

2. Decouple data storage using external 
tables

Choose reading w/ Snowflake
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INTRODUCING

Celebrate by adding a little star 
https://github.com/apache/incubator-xtable

⌐] U
&I LEM

>600 
GH Stars 

https://github.com/apache/incubator-xtable
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Donation to ASF and 
incubation as Apache XTable

TIMELINE

Onehouse announces 
OneTable

OSS Co-Launch with 
Microsoft, Google, Onehouse

Feb 2023 Nov 2023 Mar 2024
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XTABLE ARCHITECTURE

Components:

1. Source Reader

1. Target Writer

1. Core Logic
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XTABLE ARCHITECTURE

Components:

1. Source Reader:
- LST-specific modules responsible for reading 

metadata from source table

- Operates using a pluggable file system

- Extracts info (schema, partition, transactions) 
& translates into XTable’s internal 
representation
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XTABLE ARCHITECTURE

Components:

2. Target Writer:
- takes the internal representation of metadata & 

accurately maps it to the target format’s 
metadata structure

- includes re-creating schema, transaction logs & 
partition details in the new format
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XTABLE ARCHITECTURE

Components:

3. Core Logic:
- CPU of XTable

- orchestrates the entire translation process
- initialization of all components
- managing sources/targets, 
- Handling tasks like caching for efficiency, state 

management for recovery & incremental processing, 
and telemetry for monitoring
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1 Choose your “source” format
2 Choose your “target” format(s)
3 XTable translates the metadata layers

Read your table as any of the formats

HOW IT WORKS?
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A TALE OF TWO…

39-48%
USE BOTH

10%

20%

30%

40%

50%

2021 2023

44%

48%

17%

39%

https://siliconangle.com/2023/06/30/connecting-
dots-snowflakes-data-cloud-ambitions/

Overlap Growth 2021-2023

https://siliconangle.com/2023/06/30/connecting-dots-snowflakes-data-cloud-ambitions/
https://siliconangle.com/2023/06/30/connecting-dots-snowflakes-data-cloud-ambitions/
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WHY BUILD IT?

Our Goal = Universal Data Lakehouse
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Demo Time!
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Goals
Seamless and efficient interoperability
Eliminate data silos
Project sustainability and evolution

Features
Real-time and transparent replication in any direction
Accurate and lossless model
Extensibility and flexibility

Community
Neutral and inclusive: Vendors, Cloud providers, 
Users
Graduate ASF Incubation

VISION FOR THE FUTURE
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Initial Committers
● Tim Brown : Onehouse
● Vinish Reddy: Onehouse
● Ashvin Agrawal : Microsoft
● Jesus Camacho Rodriguez : Microsoft
● Anoop Johnson : Google
● Stamatis Zampetakis : Cloudera
● Hitesh Shah : Adobe
● Jean-Baptiste Onofré : Dremio
● Baljinder Singh : Walmart
● Vamshi Gudavarthi : Onehouse
● Vinoth Chandar: Onehouse

JOIN THE COMMUNITY

Contributors, Users, Mentors
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Roadmap
(long term)

➢ Multi-writer (duplex)

➢ Synchronized commit 
timestamp

➢ Feature parity (superset)

➢ New technology stack

➢ Support new formats & 
versions

➢ Data Sharing

➢ Catalog

Roadmap 
(6-12 months)

➢ Merge-on-Read (delete 
vectors)

➢ Apache Paimon 
(incubating)

➢ Performance, efficiency, 
and resiliency

➢ Deployment: as-a-service 
and in-memory

➢ Native engine integration

Current Status

➢ Supported formats: Apache 
Hudi, Apache Iceberg, and 
Delta Lake

➢ Tested with: Apache Spark, 
Trino, Microsoft Fabric, 
Databricks, BigQuery, 
Snowflake, Redshift, and 
more

➢ Features: on-demand 
incremental conversion, 
copy-on-write, catalog 
integration, change-history

ROADMAP
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Github: https://github.com/apache/incubator-xtable

Docs : https://xtable.apache.org/docs/how-to

Twitter : https://twitter.com/apachextable

LinkedIn : https://www.linkedin.com/company/apache-xtable/

Mailing List : dev-subscribe@xtable.apache.org

- LET’S BUILD TOGETHER

https://github.com/apache/incubator-xtable
https://xtable.apache.org/docs/how-to
https://twitter.com/apachextable
https://www.linkedin.com/company/apache-xtable/
mailto:dev-subscribe@xtable.apache.org
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Thank You!
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